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Abstract. Domain-Independent Dynamic Programming (DIDP) is a
state-space search paradigm based on dynamic programming for com-
binatorial optimization. In its current implementation, DIDP guides the
search using user-defined dual bounds. Reinforcement learning (RL) is
increasingly being applied to combinatorial optimization problems and
shares several key structures with DP, being represented by the Bell-
man equation and state-based transition systems. We propose using re-
inforcement learning to obtain a heuristic function to guide the search in
DIDP. We develop two RL-based guidance approaches: value-based guid-
ance using Deep Q-Networks and policy-based guidance using Proximal
Policy Optimization. Our experiments indicate that RL-based guidance
significantly outperforms standard DIDP and problem-specific greedy
heuristics with the same number of node expansions. Further, despite
longer node evaluation times, RL guidance achieves better run-time per-
formance than standard DIDP on three of four benchmark domains.
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1 Introduction

Domain-Independent Dynamic Programming (DIDP) is a state-space search
paradigm based on dynamic programming (DP) and heuristic state-space search
[17,18]. Previous work has shown DIDP to be competitive with Constraint Pro-
gramming (CP) and Mixed-Integer Programming (MIP) on a number of bench-
mark problem classes in combinatorial optimization. Current DIDP solvers guide
search with an f -value computed at each state, where f(s) = g(s)+h(s); g(s) is
the path cost to the current state s and h(s) is a heuristic that estimates the cost
from s to a base state. In its current implementation, DIDP uses user-defined
dual bounds as the h-value. However, such dual bounds may not always be very
informative and a stronger heuristic guidance could improve solver performance.



2 M. Narita et al.

Reinforcement learning (RL) has achieved remarkable performance in fields
such as control tasks and games [23,24,31,33], and is increasingly being applied
to combinatorial optimization [6,8,9,25,38]. The goal of the RL agent is to learn
an optimal policy for the given task through trial-and-error interactions with an
environment described as a Markov Decision Process (MDP) [2,14]. RL shares
several key structures with DP, being represented by the Bellman equation and
state-based transition systems. Cappart et al. [8] formulated optimization prob-
lems as dynamic programs to bridge an RL model and a CP model, enabling
RL-based guidance for variable selection in CP solvers. However, their framework
restricts CP formulations to be compatible with the DP model, which can limit
performance. In contrast, RL-guided DIDP leverages the alignment between RL
and DP models, which may offer a natural integration of RL into exact solvers.

In this paper, we investigate two ways to guide the search in DIDP using RL,
value-based and policy-based guidance, and evaluate them on four combinatorial
optimization problems. The key contributions of this paper are as follows:

– We introduce two approaches – value-based guidance and policy-based guid-
ance – that effectively direct the search in DIDP;

– We demonstrate that an RL model can be systematically mapped from a
DIDP model, establishing a basis for automated mapping in future work;

– Our experimental evaluation shows that DIDP with RL guidance outper-
forms DIDP based on node expansions and, to a lesser extent, on run-time.

2 Background

In this section, we describe the two foundations of our work: Domain-
Independent Dynamic Programming (DIDP) and reinforcement learing (RL).

2.1 DIDP

In DIDP, the user defines a DP model in the Dynamic Programming Description
Language (DyPDL) and the model is solved by a solver. While different solving
approaches are possible, thus far existing solvers are based on heuristic search.

DyPDL DyPDL is a solver-independent formalism to define a DP model [19]
represented as a tuple ⟨V, s0, T ,B, C⟩, where V = {v1, ..., vn} is the set of state
variables, s0 is the target state, T is the set of transitions, B is the set of base
cases, and C is the set of state constraints. Each state variable vi ∈ V is either
an element, a set, or a number, and has a domain Di. A state s is a complete
assignment to the state variables, represented by a tuple ⟨d1, ..., dn⟩ ∈ D where
D is the cartesian product of D1 ... Dn. We denote s[vi] as the value of the vi
in state s. A target state s0 is the initial state in the transition system, i.e.,
the state for which the optimal value is to be computed. State constraints C
are conditions on state variables that must be satisfied by all valid states. A
base case ⟨CB , costB⟩ ∈ B is a set of conditions CB to terminate the transitions
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and the associated cost function costB . A state that satisfies C ∪ CB is called
a base state. A transition τ ∈ T is a 4-tuple ⟨effτ , costτ , preτ , forcedτ ⟩. The
effect effτ : Di → Di is a function that maps a value of a state variable v to
another value. A state transition returns a successor state s[[τ ]] by applying τ
to each state variable in s, i.e., s[[τ ]][vi] = effτ [vi](s), ∀vi ∈ V. A numeric cost
costτ (s) is associated with each transition τ from a state s. Preconditions preτ
are conditions on state variables, and τ is applicable in a state s only if all
preconditions are satisfied, denoted by s |= preτ . The flag forcedτ ∈ {⊥,⊤} is a
boolean value; if forced transitions are applicable at state s, then the first defined
one is executed and all other forced and non-forced transitions are ignored.

Let x = {x1, ..., xm} be a sequence of transitions for a DyPDL model. Then,
x is a solution to the model if the sequence starts from s0 and ends at a base
state. For minimization problems, the cost of a solution is

∑m−1
i=0 costxi+1

(si) +
min{B|B∈B;sm|=CB}costB(sm), where si is the state resulting from applying the
first i transitions of the solution from s0. For maximization, min is replaced with
max. We can represent a DyPDL model by a recursive equation called a Bellman
equation [4]. The Bellman equation V (s) returns the optimal cost starting from
state s where V (s) = ∞ (or V (s) = −∞ for maximization) if there does not exist
a base state reachable from s. For the minimization (maximization) problem,
η(s) is a dual bound function iff η(s) ≤ V (s) (η(s) ≥ V (s)), ∀s ∈ D ∧ s |= C.

State-based heuristic search Kuroiwa and Beck [19] implement seven heuris-
tic search algorithms for DIDP based on the literature. Starting from s0, each
algorithm expands states, generating a successor state s′ = s[[τ ]] for each transi-
tion applicable in s. At each successor state, the f -value is computed as f(s′) =
g(s′) + h(s′), where g(s′) is the path cost from s0 to s′, and h(s′) is the heuris-
tic estimate of the cost from s′ to a base state. Given a sequence of transitions
x = {x1, ..., xj} to reach a state s′ (= sj) from s0, the path cost for s′ is defined as
g(s′) =

∑j−1
i=0 costxi+1(si). User-defined dual bounds η(s) and state constraints

C are used for pruning. Let ζ̄ be the the primal bound. Then, we can prune
the node s if g(s) + η(s) ≥ ζ̄ (for maximization, g(s) + η(s) ≤ ζ̄). By default,
h(s′) = η(s′). For formal details, see Kuroiwa and Beck [19].

In Section 4, we used three search algorithms: complete anytime beam search
(CABS), anytime column progressive search (ACPS), and anytime pack progres-
sive search (APPS). Algorithm details are in Appendix A in the arXiv version.3

2.2 Reinforcement Learning

Reinforcement learning (RL) [35] is a framework for learning to achieve a goal
from interaction with the environment. In RL, the agent operates based on a
Markov Decision Process (MDP) [28], defined as a 4-tuple ⟨S,A,T,R⟩, where S
is a set of states, A is a set of actions, T : S×A → S is the transition function,
and R : S×A → R is the reward function. For simplicity, we use the notation s

3 https://arxiv.org/abs/2503.16371

https://arxiv.org/abs/2503.16371
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to represent a state in the MDP as well as a state in the DP. The initial state
s0 is sampled from an initial state distribution ρ0: R → S. At each time-step,
the agent performs an action a ∈ A at current state s, which brings the agent
to the next state s′ and gives a reward r = R(s, a). We assume a deterministic
transition function, so T(s, a) returns the next state s′. An episode terminates
when the agent reaches a terminal state. The goal of the RL agent is to learn
an optimal policy π, that maximizes the expected total reward

∑∞
t=0 γ

trt, given
the initial state distribution ρ0, where γ is a discount factor (0 ≤ γ ≤ 1) and
t is a time-step. A policy π : S × A → [0, 1] is a conditional distribution over
actions given the state, indicating the likelihood of the agent choosing an action.
Policy-based methods like TRPO [30] and PPO [31] directly optimize the policy
through policy gradient methods. Value-based methods such as DQN [24] learn
a value function from exploration. For instance, DQN learns an estimated Q-
value function Qπ(s, a), the expected return for selecting action a at state s if
the agent follows policy π afterwards.

RL is increasingly being applied to solve combinatorial optimization prob-
lems. Early approaches used recurrent neural networks to learn constructive
heuristics for generating solutions [5]. However, graph neural networks (GNNs)
have become more prevalent [9,16,25] as they are size-agnostic and permutation-
invariant. A limitation of end-to-end RL methods is the challenge of managing
constraints, as well as the lack of a systematic way to improve the obtained
solutions, unlike exact methods such as CP and MIP [7,8].

Significant progress has recently been made in combining search with learned
heuristics to address these limitations [8,11,15,34]. Kool et al. [15] formulated
routing problems as a DP problem and guided the search using a learned heat
map of edge weights. Cappart et al. [8] formulated optimization problems as DP
models to bridge an RL model and a CP model, enabling RL-based guidance for
variable selection in CP solvers.

Guiding search using deep reinforcement learning has also been explored
in AI planning. Orseau et al. [26,27] proposed learning Q-value functions and
policies to weight nodes in best-first search to solve two-dimensional single-agent
problems like Sokoban. DeepCubeA [1] tackled the Rubik’s Cube by learning a
heuristic function through approximated value iteration and applying it in batch-
weighted A* search. Lastly, Gehring et al. [12] leveraged domain-independent
heuristic functions as dense reward generators to train RL agents, and used the
RL-based heuristics to improve search efficiency for classical planning problems.

3 RL-based search guidance for DIDP

Given the similarities in the state-based formulations of DIDP and RL, it is nat-
ural to investigate the guidance of search in DIDP based on a heuristic function
learned with RL. Each component of an MDP can be systematically derived
from the corresponding component in a DIDP model. For instance, the set of
states in the DIDP model matches precisely with the state space in the MDP
and transitions in the DIDP model have a 1-to-1 mapping to actions in the MDP.
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Fig. 1. Mapping from a DIDP model to an RL model for maximization problems. State
constraints C and forcedτ are not mapped to the RL model.

An RL agent trained on the mapped MDP can then serve as a heuristic function
for computing f -values in the DIDP search.

In this paper, we develop a scheme to convert a DIDP model to an RL model
for a given combinatorial optimization problem. Figure 1 provides an overview
of how an RL model is mapped from a DIDP model. Each component in the
MDP is derived from the DIDP model as follows:

• State s ∈ S: The same state space as in the DIDP model.
• Action a ∈ A: 1-to-1 mapping from transition τ ∈ T , i.e., τ 7→ a.
• Transition function T(s, a): mapped from preτ and effτ in each τ ∈ T .

For a state s, the next state reached by taking an action a is obtained by
applying effτ to each state variable in s, i.e., T(s, a) = effτ [v1, ..., vn](s).
The transition is not applicable if the preconditions are not met, i.e., s ⊭
preτ . Thus, the mapping includes the masking of non-applicable actions as
is common in RL models with invalid actions [8,13,33].

• Reward function R(s, a) corresponds to the transition cost incurred by ap-
plying τ at state s, costτ (s). To improve the stability of RL training, the
reward is scaled by a hyperparameter β. For a minimization problem, the
reward has to be negated to make the RL task a maximization problem, i.e.,
R(s, a) = −β· costτ (s). If s is the base state, costB is applied instead.

A state s is a terminal state if s satisfies at least one base case, i.e., ∃B ∈ B
s.t. s |= CB, or there is no action that satisfies preconditions, i.e., ∄ a s.t. s |=preτ
where a is mapped from τ . The initial state in RL is the target state in the DIDP
model s0. The state constraints C are not mapped to the RL model.4

Including domain knowledge and introducing auxiliary rewards are often cru-
cial for successful RL training [21,32]. In this paper, we focus on leveraging the
structural relationships between DIDP and RL models to systematically build
RL models for search guidance. Future work will examine automating this map-
ping and incorporating problem-specific structures into the mapping process.
4 While state constraints C can be mapped to action masking, the implications of ac-

tion masking in RL remain underexplored [13]. Thus, the investigation of integrating
C into the MDP is left for future work.
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Fig. 2. Value-based guidance and policy-based guidance for DIDP. The equations for
computing f -values in the figure are for maximization problems.

3.1 Value-based guidance

The value-based guidance approach directly uses the value function approxi-
mated by neural network parameters θ, V θ(s), as a heuristic function, where
h(s) = V θ(s). V θ(s) is an estimated total reward from s to a terminal state,
which aligns with the definition of h(s), the estimated total cost from s to
a base state. For minimization problems, the value function is negated, i.e.,
h(s) = −V θ(s). Figure 2 shows the overview of this approach. First, the MDP
is derived from the DIDP model, as described above. Then, the RL agent is
trained in the mapped MDP with a value-based RL algorithm (e.g., DQN).
During search, every time a node is expanded, the f -value is calculated for all
its successor states s by f(s) = g(s) + V θ(s); the f -values are then used to
determine the priority of the state in the DIDP framework.

Details of the computation for each successor node s are as follows. First, path
cost g(s) is calculated by g(s) = g(s−)+costτ (s−), where s− is the parent node
of s and τ is a transition that transforms s− to s. To align the scale of g(s) with
that of V θ(s), the scaling factor β is used; thus, g(s) = g(s−) + β· costτ (s−).
The heuristic value is computed by calling a neural network prediction, i.e.,
V θ(s) = F(s; θ). We use DQN as a value-based RL algorithm, so the output
is the Q-values for each action a for the input state s. V θ(s) is obtained by
V θ(s) = maxa∈A′ Qθ(s, a), where A′ is the set of all applicable actions in s.

3.2 Policy-based guidance

The policy-based guidance approach uses the same MDP as value-based guid-
ance, but is trained with a policy-based RL algorithm, such as PPO [31]. The
algorithm learns a policy π(s, a), a probability distribution over actions for a
given state. π(s, a) is then used to weight the original f -value to prioritize the
expansion of the nodes that are deemed promising by the policy.

Details of the computation at each successor node generation are as fol-
lows. First, path cost g(s) is calculated by g(s) = g(s−)+costτ (s−). Unlike in
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value-based guidance, there is no need to scale the path cost g(s), as the pol-
icy has a fixed scale of [0, 1] and is only used to weight the original f -values.
Then, the policy π(s−, a−) is obtained by calling the neural network and ob-
tain the a−th output, i.e., π(s−, a−) = F(s−; θ)[a−].5 Our approach uses the
accumulated probabilities up to state s from the root node, i.e., π†(s−, a−) =
π(s0, a0)π(s1, a1)...π(s

−, a−), to take all the previous decisions up to s into con-
sideration [27]. Therefore, the f -value is computed as f(s) = (g(s) + η(s)) ·
π†(s−, a−), where η(s) is the dual bound at s. A promising action with a high
probability in the policy will have a higher f -value (for maximization), thereby
making the corresponding state more likely to be expanded next. For mini-
mization problems, we divide g(s) + η(s) by π†(s−, a−) instead, i.e., f(s) =
(g(s) + η(s))/π†(s−, a−), so that promising actions yield lower f -values.

3.3 State Representation

The state representation needs to be able to handle instances of different sizes
and to be invariant to input permutations [8]. Hence, we used a graph attention
network (GAT) [36] as a state representation for routing problems to leverage
the natural graph structure of these domains, and a set transformer [20] or Deep
Sets [37] for packing problems. The details of the neural network architecture for
each problem used in this paper appear in Appendix B in the arXiv version. The
embedding obtained by the neural network can then be used as an input to a
fully-connected network. For DQN, the network outputs Q-values for each action
a for state s, so the output layer is of size |A|. For PPO, two separate networks
for the actor and the critic are used. The critic network outputs a single value,
representing the estimated value of the state, while the actor network applies
a softmax activation function to its final layer to output action probabilities
π(s, ·). The outputs are processed as described in Sections 3.1 and 3.2.

4 Experiments

We evaluated our methods on four combinatorial optimization problems: Travel-
ing Salesperson Problem (TSP), TSP with Time Windows (TSPTW), 0-1 Knap-
sack, and Portfolio Optimization.6 To assess the quality of RL guidance, the
solution quality per node expansion was evaluated for different guidance meth-
ods. Our two RL-based guidance methods (h=DQN and π=PPO) were com-
pared with dual-bound guidance (default DIDP implementation), uniform cost
search (i.e., h = 0 for all states), and greedy heuristic guidance.

The greedy heuristic-based h-value at a state is equal to the cost of the path
to a base case found by rolling-out the greedy heuristic from that state. Greedy
heuristics exploit domain-specific knowledge from outside the DP model, and
thus serve as a baseline to evaluate how RL guidance competes with hand-crafted
5 In our implementation, the neural network is called only once when s− is expanded.

Each element of π(s−) is assigned to the corresponding successor through indexing.
6 All code are available at https://github.com/minori5214/rl-guided-didp.

https://github.com/minori5214/rl-guided-didp
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heuristics. The definitions of the greedy heuristics for each problem domain and
further details are in Appendix C in the arXiv version.

We also evaluated the solution quality after a one hour run-time to compare
the performance of our approach with baseline methods. The results include
performance from MIP (Gurobi), pure CP (CPLEX CP Optimizer), RL-guided
CP (BaB-DQN and RBS-PPO [8]), and sampling-based heuristic methods (dual-
bound, greedy, DQN, PPO). Sampling is done by applying a softmax function
to the h-values of all successor states to get action probabilities and choosing
the next state probabilistically. The number of samples is set to 1280, following
Kool et al. [16]. The memory limit for each approach is set to 8 GB.

Evaluation metric: At a given node expansion limit l, the gap is calculated
by gap = |x(i,m, l)− best(i)|/best(i)× 100, where x(i,m, l) is the solution cost
of method m for instance i up to the node expansion limit l, and best(i) is the
best known solution for i. The best known solution includes results from all the
approaches, including baselines, within the time limit. If no feasible solution is
found within the given node expansion limit, a fixed value of 100 [%] is used.

Training Process: Although the network architectures are size-agnostic, we
trained DQN and PPO for each problem size and domain, as examining the scal-
ability of neural networks is not our main focus. Training begins with randomly
generating an instance from a fixed distribution using an instance generator.
The agent then explores the instance following the current policy π until the
agent reaches the terminal state with the experiences stored in the replay buffer.
The network parameters θ are updated using the experiences sampled from the
replay buffer. The training time is limited to 72 hours. Details of the network
architectures and hyperparameters are in Appendix B in the arXiv version.

4.1 Problem Domains

To evaluate our approach, we chose routing problems (TSP and TSPTW) and
packing problems (0-1 Knapsack and Portfolio Optimization).

TSP In the Traveling Salesperson Problem (TSP) [10], a set of customers N =
{0, ..., n} is given, and a solution is a tour starting from the depot (i = 0) and
returning to the depot, visiting each customer exactly once. Visiting customer j
from i incurs the travel time cij ≥ 0. TSP instances are generated by removing
time window constraints from the TSPTW instances used below.

DIDP model: For TSP, a state is a tuple of variables ⟨U, i⟩ where U is the
set of unvisited customers and i is the current location. In this model, one cus-
tomer is visited at each transition. The minimum possible travel time to visit
customer j is cinj = mink∈N\{j} ckj , and the minimum travel time from j is
cout
j = mink∈N\{j} cjk. The DIDP model is represented by the following Bell-
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man equation, adapted from the TSPTW model defined below.

compute V (N \ {0}, 0) (1)

V (U, i) =

{
ci0 if U = ∅
minj∈U cij + V (U \ {j}, j) if U ̸= ∅ (2)

V (U, i) ≥ max

{∑
j∈U∪{0}

cinj ,
∑

j∈U∪{i}
cout
j

}
(3)

Expression (1) declares that the optimal cost is the cost to visit all cus-
tomers (U = N \{0}) starting from the depot (i = 0). The second line of Eq. (2)
corresponds to visiting customer j from i; then, j is removed from U and the
current location i is updated to j. The first line of Eq. (2) is the base case, where
all customers are visited (U = ∅) and the recursion ends. Eq. (3) represents two
dual bounds.
RL model: The MDP for this DIDP model is defined as follows:

State s: ⟨U, i⟩
Action a = j ∈ U
Transition function T(s, a): T(⟨U, i⟩, j) = ⟨U \ j, j⟩
Reward function R(s, a): R(⟨U, i⟩, j) = β · (−cij)

The reward function is the negative distance between the current location i
and the next customer j. The scaling factor is β = 0.001. Dual bounds are not
used in the MDP.

TSPTW In TSP with Time Windows (TSPTW) [29], the visit to customer
i must be within a time window [ai, bi]. If customer i is visited before ai, the
salesperson has to wait until ai. The instances were generated in the same way as
Cappart et al. [8], but the maximal time window length allowed is set W = 100,
and the maximal gap between two consecutive time windows is set G = 1000 to
make the instances more challenging.

DIDP model: A state is a tuple ⟨U, i, t⟩ where t is the current time. The set
of customers that can be visited next is U ′ = {j ∈ U | t+ cij ≤ bj}. The DIDP
model is represented by the following Bellman equation [19]:

compute V (N \ {0}, 0, 0) (4)

V (U, i, t) =

{
ci0 if U = ∅
minj∈U ′ cij + V (U \ {j}, j,max(t+ cij , aj)) if U ̸= ∅ (5)

V (U, i, t) = ∞ if ∃j ∈ U, t+ c∗ij > bj (6)

V (U, i, t) ≤ V (U, i, t′) if t ≤ t′ (7)

V (U, i, t) ≥ max

{∑
j∈U∪{0}

cinj ,
∑

j∈U∪{i}
cout
j

}
(8)

In the second line of Eq. (5), time t is updated to max(t + cij , aj). Eq. (6)
is a state constraint that sets the value of a state to be infinity if there exists a
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customer j that cannot be visited by the deadline bj even if we take the shortest
path with distance c∗ij . Inequality (7) is a dominance relationship; if other state
variables are the same in two states, then a state having smaller t always leads
to a better solution. Eq. (8) represents two dual bounds.
RL model: The MDP for this DIDP model is defined as follows:

State s: ⟨U, i, t⟩
Action a = j ∈ U
Transition function T(s, a): T(⟨U, i, t⟩, j) = ⟨U \ j, j,max(t+ cij , aj)⟩
Reward function R(s, a): R(⟨U, i, t⟩, j) = β · (|UBcost| − cij)

UBcost is a strict upper bound on the reward of any solution for this problem
domain to ensure that the RL agent has the incentive to find feasible solutions
first and then to find the best ones. UBcost is not included in the mapping in
Figure 1, but this reward structure is originally introduced in Cappart et al. [8]
and helps improve the RL training. The scaling factor is set to β = 0.001.

0-1 Knapsack In the 0-1 Knapsack Problem [22], a set of items N = {0, ..., n−
1} with weights wi and profits pi for i ∈ N and a knapsack with budget B are
given. The objective is to maximize the total profit of the items in the knapsack.
The items are sorted in descending order of the profit ratio (pi/wi). The instance
distribution is taken from the “Hard” instances in Cappart et al. [8], where profits
and weights are strongly correlated.

DIDP model: A DIDP state is a tuple ⟨x, i⟩, where x is the current total weight
and i represents the current item index. The DIDP model is based on Kuroiwa
and Beck [19] with the remaining budget replaced by the current total weight x:

compute V (0, 0) (9)

V (x, i) =


max{pi + V (x+ wi, i+ 1), V (x, i+ 1)}

if i < n ∧ x+ wi ≤ B
V (x, i+ 1) if i < n ∧ x+ wi > B
0 otherwise.

(10)

V (x, i) ≤ min


n−1∑
j=i

pj , max
j∈{i..n−1}

(
pj
wj

)
· (B − x)

 . (11)

Expression (9) declares that the optimal cost is the cost to consider all items
starting from the first item (i = 0) with the current total weight x = 0. The
first line of Eq. (10) corresponds to considering item i; if i is taken (the first
term), then x is updated to x + wi and the item index is updated to i + 1. If i
is not taken (the second term), x remains the same. The second line of Eq. (10)
indicates that i cannot be taken if doing so exceeds budget B. The third line is
the base case; when all items are visited (i ≥ n), then the recursion terminates.
Eq. (11) represents two dual bounds.

RL model: The MDP for the RL agent is as follows:
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State s: ⟨x, i⟩
Action a ∈ {0, 1}: whether to take the item i or not.
Transition function T(s, a): T(⟨x, i⟩, a) = ⟨awi + x, i+ 1⟩
Reward function R(s, a): R(⟨x, i⟩, a) = β(api)

The RL state is same as the DP state, and the action set is binary: 0 indicates
the item is not selected, while 1 means it is selected. The transition function
matches the effect of a transition in the DIDP model. The state variable x is
updated to x + awi, i.e., wi is added to x if the item is selected (a = 1). Also,
the item index i is incremented by 1. The reward function corresponds to pi, the
profit of item i. The scaling factor is set to β = 0.0001.

Portfolio Optimization In the 4-moments portfolio optimization problem [3],
a set of investments N = {0, ..., n− 1}, each with a specific cost (wi), expected
return (µi), standard deviation (σi), skewness (γi), and kurtosis (κi), and the
budget B are given. The goal is to find a portfolio with a maximum return as
specified by the objective function (Eq. (12)). Each financial characteristic is
weighted (λ1, λ2, λ3, and λ4). The instance distribution is taken from Cappart
et al. [8].
DIDP model: A state is a tuple ⟨x, i, Y ⟩, where x is the current total weight,
i is the current item index, and Y is a set of investments up to i, {0, ..., i − 1}.
The objective function value up to item i is defined as follows:

ν(Y ) = λ1

∑
j∈Y

µj − λ2 2

√∑
j∈Y

σ2
j + λ3 3

√∑
j∈Y

γ3
h − λ4 4

√∑
j∈Y

κ4
j . (12)

The transition cost is the difference between the objective value of the current
state (ν(Y )) and that of the successor state, i.e., ν(Y ∪ {i + 1}) − ν(Y ). The
DIDP model is expressed as follows:

compute V (0, 0, ∅) (13)

V (x, i, Y ) =


max(ν(Y ∪ {i})− ν(Y ) + V (x+ wi, i+ 1, Y ∪ {i}),

V (x, i+ 1, Y )) if i < n ∧ x+ wi ≤ B
V (x, i+ 1, Y ) if i < n ∧ x+ wi > B
0 otherwise.

(14)

V (x, i, Y ) ≤ min

λ1

n−1∑
j=i

µj + λ3
3

√√√√n−1∑
j=i

γ3
j ,max

j∈Y
Kj · (B − x)

 (15)

where Kj =

(
λ1µj+λ3

3
√

γ3
j

wj

)
and Y = {i..n − 1}. In the first line of Eq. (14), if

item i is taken, Y is updated to Y ∪ {i}. The second and third lines of Eq. (14)
are the same as Eq. (10) except that a state includes Y as well. Eq. (15) are
two dual bounds. Proofs for the dual bounds are in Appendix D in the arXiv
version.
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RL model: The MDP for the RL agent is as follows:

State s: ⟨x, i, Y ⟩
Action: a ∈ {0, 1}
Transition function T(s, a):

T (⟨x, i, Y ⟩, 1) = ⟨wi + x, i+ 1, Y ∪ {i}⟩
T (⟨x, i, Y ⟩, 0) = ⟨x, i+ 1, Y ⟩

Reward function R(s, a): R(⟨x, i, Y ⟩, a) = a · (ν(Y ∪ {i})− ν(Y ))

In the transition function, Y is updated to Y ∪ {i} if i is taken. The scaling
factor is set to β = 0.0001.

5 Results

Figure 3 shows the solution quality per node expansion with different heuristic
guidance for each problem and DIDP search algorithm.
TSP The plots highlight the strong performance of PPO guidance (red) com-
pared to other heuristics, including dual-bound (blue) and greedy heuristic (gre-
en), across all three solvers. DQN also outperforms the default dual-bound guid-
ance except for APPS, though it falls short of the problem-specific greedy heuris-
tic. Greedy heuristic guidance significantly outperformed dual-bound guidance.
TSPTW The solid yellow and red lines (denoted as “RL=tsptw”) represent
the performance of DIDP guided by the RL agent trained in the TSPTW envi-
ronment. The performance of these DIDP was significantly worse than that of
dual-bound and greedy heuristic guidance. In fact, their performance was even
worse than h = 0. Given these results, we experimented with using the TSP RL
model to guide the search (dotted lines), which significantly outperformed DIDP
guided by the TSPTW RL model but achieved about the same performance as
other heuristic guidance methods, including h = 0.
0-1 Knapsack All the heuristic guidance quickly achieved solutions with gaps
of less than 1%, although dual-bound guidance (blue) exhibited slightly worse
performance compared to the others. During training, the policies generated by
DQN and PPO rapidly converged to the best-ratio heuristic (greedy heuristic),
which explains the similar behavior across these three guidance methods.
Portfolio Optimization The plots highlight that PPO guidance (red) sig-
nificantly outperforms other guidance, including the problem-specific greedy
guidance (green). DQN guidance (yellow) also surpassed the dual-bound guid-
ance (blue) and was competitive with the greedy heuristic.

Table 1 shows the performance of the different methods. DIDP performed
best in TSPTW, MIP (Gurobi) in TSP and Knapsack, and CP Optimizer for
Portfolio. DIDP guided by PPO outperforms the dual-bound guidance using
the same solver in terms of average gap across all problem domains except for
TSP with n = 50. As CABS with dual-bound guidance is the best performing
solver [19], these results suggest that PPO guidance has surpassed the current
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Fig. 3. Results of applying heuristics to guide DIDP, averaged over 40 instances (20
each for small and medium sizes). Small instances have n = 20 and medium instances
have n = 50, except for 0-1 Knapsack (n = 50 small, n = 100 medium).

state-of-the-art for DIDP in these problems. DIDP guided by DQN also outper-
formed dual-bound in several settings, though it falls short in TSP.
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RL guidance takes orders of magnitude more time for per node expansion due
to the call to the neural network prediction. Despite this bottleneck, PPO guid-
ance achieves better performance than the baselines at the time limit. Compared
to Cappart et al. [8], the DQN-guided approach in our framework achieves sig-
nificantly higher performance. For instance, in Portfolio, BaB-DQN achieves an
average gap of 10.8%, while CABS (h=DQN) achieves a substantially lower gap
of 0.77%. Similarly, DIDP with h=DQN outperforms BaB-DQN in TSPTW,
likely because the base DIDP model substantially outperforms the base CP
model. PPO guidance exhibits a similar trend, showing notable improvements
over RBS-PPO in TSPTW and slightly better results in Portfolio (e.g., 0.50%
for RBS-PPO compared to 0.19% for CABS (π=PPO)). However, in TSP, RBS-
PPO shows slightly better performance than DIDP guided by PPO.

Table 1 also compares the performance of heuristic sampling against baseline
methods. In TSP, PPO clearly outperformed other heuristics, achieving average
gaps of 0.26% for n = 20 and 3.85% for n = 50. In TSPTW, DQN and PPO
heuristics were relatively effective in finding feasible solutions (e.g., achieving
feasibility in 16 out of 20 instances for n = 20), but their ability in optimizing the
solution cost is poor (average gaps of 35.12% for DQN and 25.64% for PPO for
n = 20). For Knapsack, the performance across heuristics was similar, although
the dual-bound heuristic was slightly worse. In Portfolio, PPO showed strong
standalone performance, being only 0.75% worse than the best-known solution
for n = 50. The average gap for DQN (3.63% for n = 20 and 8.09% for n = 50)
is comparable to that of the greedy heuristic (5.22% for n = 20 and 6.84% for
n = 50), while the dual-bound heuristic performed considerably worse (4.19%
for n = 20 and 18.46% for n = 50).

6 Discussion

When is RL guidance helpful, and to what extent? RL guidance is most
impactful when heuristic quality plays a critical role in solution quality. For
instance, in TSPTW, the DIDP model prunes many states by time windows.
In such cases, the primary role of heuristic guidance in DIDP appears to be
minimizing solution costs rather than ensuring feasibility. In contrast, TSP and
Portfolio DP models lack such pruning mechanisms, making heuristic quality a
more critical factor in improving the solution quality.

When the performance of DIDP appears to depend primarily on heuristic
guidance, the effectiveness of guidance aligns with the performance of the heuris-
tic in sampling-based approaches. For example, PPO guidance consistently out-
performs dual-bound guidance because the PPO heuristic is better at driving
the search towards high quality solution, as shown in Table 1. Dual-bounds are
admissible and thus effective at de-prioritizing unpromising decisions, but may
not necessarily guide the search towards more promising solutions.
Solution Quality in Terms of Solve Time While DQN and PPO guidance
demonstrate significantly higher solution quality per node expansion compared
to dual-bound guidance, their performance gains over time are relatively limited.
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Table 1. Comparison of results with baseline methods. Values represent averages over
20 instances. The lowest average gap for each problem and size n is underlined. The
symbol * indicates that optimality was proven for all 20 instances. In the DIDP results,
values are highlighted in bold if the corresponding method achieves a better average
gap than dual-bound guidance using the same solver. For TSP with n = 50, sampling
with DQN timed-out before completing 1280 samples. “-” denotes reaching either time
or memory limits. “t.o.” indicates that all 20 instances reached the time limit.

TSP TSPTW 0-1 Knapsack Portfolio
Method n=20 n=50 n=20 n=50 n-50 n=100 n=20 n=50
Type Name Gap Time Gap Time Feas. Gap Time Feas. Gap Time Gap Time Gap Time Gap Time Gap Time

CP
CP Optimizer 0.00 25 2.75 t.o. 20 12.04 t.o. 20 32.32 t.o. 0.00 t.o. 0.02 t.o. 0.00* <1 0.00 t.o.
BaB-DQN 3.77 t.o. 18.46 t.o. 20 0.00* 216 20 40.83 t.o. 0.00 t.o. 0.00 t.o. 0.00* 1270 10.18 t.o.
RBS-PPO 0.12 t.o. 1.17 t.o. 20 0.65 t.o. 20 33.82 t.o. 0.00 t.o. 0.00 t.o. 0.00* 487 0.50 t.o.

MIP Gurobi 0.00* 3 0.03 t.o. 20 0.00* <1 20 0.00* 119 0.00* <1 0.00* <1 - - - -

Heuristics

DQN 2.29 1251 (20.14) (18239) 16 35.12 1405 0 - - 0.02 44 0.04 121 3.63 36 8.09 132
PPO 0.26 249 3.85 1783 20 25.64 423 20 46.93 2050 0.04 51 0.13 132 3.35 38 0.75 111
Dual-bounds 2.91 4 9.58 1424 0 - - 0 - - 0.07 8 0.37 44 4.19 1 18.46 4
Greedy 5.30 11 8.48 176 0 - - 0 - - 0.03 3 0.01 8 5.22 2 6.84 7

DIDP

CABS

h=greedy 0.00 292 2.79 - 20 0.00* <1 20 0.00* 22 0.00 - 0.00 - 0.00* 15 1.48 -
h=dual 0.00* 19 1.86 - 20 0.00* <1 20 0.00* <1 0.00 - 0.09 - 0.00* 2 0.81 -
h=DQN 0.00 154 12.05 t.o. 20 0.00* 44 20 0.00* 765 0.00 t.o. 0.05 t.o. 0.00* 780 0.77 t.o.
π=PPO 0.00 32 3.89 t.o. 20 0.00* 40 20 0.00* 860 0.00 t.o. 0.00 t.o. 0.00* 477 0.19 t.o.

ACPS

h=greedy 0.00* 62 2.45 - 20 0.00* <1 20 0.00* 2 0.00 - 0.00 - 0.00* 4 1.17 -
h=dual 0.00* 8 6.35 - 20 0.00* <1 20 0.00* <1 0.00 - 0.21 - 0.00* <1 2.14 -
h=DQN 0.00 371 10.09 t.o. 20 0.00* 11 20 0.00* 99 0.00 t.o. 0.03 t.o. 0.00* 180 0.50 t.o.
π=PPO 0.00 345 2.45 t.o. 20 0.00* 11 20 0.00* 123 0.00 t.o. 0.00 t.o. 0.00* 119 0.14 t.o.

APPS

h=greedy 0.00* 66 3.46 - 20 0.00* <1 20 0.00* 4 0.00 - 0.00 - 0.00* 4 2.86 -
h=dual 0.00* 8 8.30 - 20 0.00* <1 20 0.00* <1 0.00 - 0.58 - 0.00* <1 4.74 -
h=DQN 1.08 t.o. 31.57 t.o. 20 0.00* 13 20 0.00* 141 0.00 t.o. 0.03 t.o. 0.00* 187 5.01 t.o.
π=PPO 0.20 t.o. 4.17 t.o. 20 0.00* 12 20 0.00* 141 0.00 t.o. 0.00 t.o. 0.00* 119 0.10 t.o.

The primary cause lies in the time required to expand a single node. As shown in
Table 1, generating a solution using DQN or PPO takes much longer than using
dual-bound or greedy heuristics (e.g., DQN takes 313 times longer than dual-
bound to sample 1280 times for TSP n=50). While our experiments highlight
the potential of RL-based heuristics, they also emphasize the need to address
the computational overhead associated with these methods.

7 Conclusion

The initial demonstration of DIDP solver performance was based on search guid-
ance with dual bounds defined in the model. Through experiments on three any-
time algorithms, we demonstrated that RL can provide heuristic guidance that
improves solution quality with fewer node expansions. These findings show the
effectiveness of RL-guided search within anytime algorithms and help to eluci-
date the conditions where RL guidance is most beneficial, such as in domains
where heuristic quality plays a critical role in solution improvement. The inher-
ent structural similarity between DP and RL models offers a natural synergy,
enabling RL to be easily integrated into the DIDP framework. With further work
on automating RL model building and reducing the time to evaluate states, RL-
guided DIDP has the potential to serve as a practical and powerful tool for
combinatorial optimization.
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