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Abstract— Data routing in networks is required to be efficient
and reliable. Fast detection and recovery from link or path
failures play crucial roles in the reliability guarantee. In this
work, we investigate a variant of the multi-commodity flow
problem to address one formalization of reliability, where for
each demand, a primary path transmits the demand without
exceeding a jitter limit and an arc-disjoint secondary path
signals the possible failure of the primary path. We first
present a compact mixed-integer linear programming model
and then we devise a Branch-and-Benders-Cut algorithm to
solve this combinatorial optimization problem. On a diverse
set of instances, we evaluate the algorithm’s performance and
discuss several numerical results.

I. INTRODUCTION

In telecommunications, routing refers to the process of
discovering and selecting a path to send information to a
destination. While in legacy communication networks this
involved building an end-to-end circuit between two com-
municating parties, the Internet has popularized a radically
new approach in which data is partitioned and sent in the
form of packets from a source toward a destination in a best-
effort fashion. The adoption of the packet relaying paradigm
in communication networks has led to the redesign of most
communication services such as landline telephony, video
distribution, and cellular real-time communication. In this
redesign, signalling operations allow two parties to set up
a session with separated media exchange; and networks
have been re-architected to route packets that carry media
or control data following different paths optimized to meet
different objectives: on the media path, jitter is bounded to
avoid quality loss associated with buffering while on the
control path, the delay is minimized to ensure fast call setups.

From the inception, packet-switched networks have been
designed to be probabilistically resilient: in IP networks,
failures are bound to occur, and the network should route
traffic around them. This design approach is fundamentally
different from legacy circuit-switched networks in which
resilience is supposed to be achieved by preventing equip-
ment to fail at all costs. With the decommission of circuit-
switched communication networks and their replacement by
packet-switched alternatives, mission-critical communication
services such as emergency calls or infrastructure monitoring
now have to be ensured on top of less deterministic networks.
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Reliable network routing aims at solving this issue. It
consists of protocols and practices that are designed to be
resistant to failures and disruptions within a network, such
as a link or a router going down, in order to improve the
quality of service (QoS). Reliable routing is important for
the reliable operation of networks, particularly in mission-
critical communication services.

Fast detection and recovery play a vital role in overcoming
unreliability, where recovery is usually realized by rerouting
traffic around the failed path. In real-time communication
services, failures affecting the media transfer path should be
advertised on the signalling path so communicating parties
can take quick actions to avoid communication disruptions.
This can be accomplished using various protocols and algo-
rithms that are designed to monitor the status of links and
paths in the network, and to take corrective actions when a
failure is detected.

In addition to fast detection and recovery, using disjoint
paths (paths that do not share any links or routers with the
primary path) to carry the signalling and media components
of a communication process can provide an additional level
of redundancy and reliability to the network, hence help
to prevent disruptions to mission-critical communication
services [1]. In particular, enforcing the disjointness of the
signalling path and of the media transfer path can ensure the
availability of mission-critical communication services. This
approach can be used in conjunction with fast detection and
recovery protocols, to reinforce that traffic is quickly rerouted
around the failure.

With the recent trend of switching from the traditional
best-effort traffic scheme to traffic engineering methodology,
where routes between nodes in the network are explicitly
specified [2], network routing problems are frequently ab-
stracted as multi-commodity flow (MCF) problems [3]. While
the splittable MCF can be solved in polynomial time or
as a linear program, the unsplittable MCF is proved to be
NP-hard [4] and is often solved as a mixed-integer linear
program (MILP) with advanced optimization techniques.
MCF is prevalent in various application contexts, including
communication, transportation, logistics, and circuit design.
In this work, the reliable routing problem is modelled as an
MCF with arc-disjoint primary and secondary paths, while
path jitter and arc capacity are constrained by specific upper
bounds. This MCF variant is then solved exactly by a refined
Branch-and-Benders-Cut (BBC) approach [5].

Our contribution is three-fold: First, to address reliable
network routing, we investigate a multi-commodity flow
problem with arc-disjoint signaling paths and propose a



MILP formulation and show that the problem is NP-hard.
Second, we derive a Branch-and-Benders-Cut algorithm for
solving the problem that outperforms the compact MILP
model in speed and scalability. Third, we apply the pro-
posed algorithms on various MCF instances and achieve cost
minimization with guaranteed low-delay failure detection via
arc-disjoint backup paths.

The paper is organized as follows. Related research is
reviewed in Section II. In Section III, the problem is defined
and its complexity is proved. In Section 4, the compact MILP
model is presented. The Benders reformulation and decom-
position are detailed in Section 5, followed by experimental
evaluation in Section 6. Finally, in Section 7, discussions and
conclusions are presented.

II. RELATED WORKS

A. Communication resilience to failures

In packed-switched networks, there are several approaches
to achieve network resilience, such as using redundant routes
as a backup for failure protection [6], implementing protocols
that can quickly detect failures and trigger rerouting [7],
and distributing traffic across multiple paths [8]. On top of
those mechanisms, the operation of mission-critical media
communications is often monitored using the signalling path
so information about failure on the media path can be
exchanged quickly and actions can be taken to route the
media on another path or even link medium technology.

B. MCF with Primary and Secondary Paths

Secondary paths optimization problems related to network
reliability mainly focus on finding the optimal secondary
paths with route reliability, resource minimization objective,
or various constraints [9]. Only few works about the multi-
commodity flow problem with primary and secondary paths
exist in the literature. Xia and Simonis [10] studied this MCF
variant with arc-disjoint primary and secondary paths, both
under capacity constraints. However, they overly complicated
the capacity constraints with nonlinearity and did not con-
sider delay or jitter. Our approach, by contrast, guarantees
that the primary paths meet a jitter limit requirement and
does not need to formulate any nonlinear constraints or
objectives. Other works addressing primary and backup paths
are investigated in multi-protocol label switching (MPLS)
fast reroute application [11] and hybrid interior gateway
protocol (IGP) and MPLS networks [12].

C. Arc-Disjointness

Arc-disjointness is required for backup paths to be iso-
lated from the fault propagation in primary paths. From
the theoretical perspective, many works have been done for
2-edge (k-edge) connected graphs [13], where 2 (k) arc-
disjoint paths exist for each pair of nodes. In a more practical
view, problems with disjoint primary and secondary paths
have been studied in the context of network design with
a focus on survivable flow [14] and have recently been
generalized to multiple disjoint paths [15], where scalability
is challenging. While a number of good heuristics and

approximation algorithms have already been proposed for
arc-disjoint paths [16], little has been done on exact methods
to optimally solve the problem at a larger scale.

III. PROBLEM DEFINITION
The goals of the reliable network routing problem are

(i) to route all demands with constrained jitter and limited
arc capacity; (ii) to compute a secondary path, arc-disjoint
from the primary, for each demand for fault signalling; and
(iii) to minimize the costs of primary and the delays of
the secondary paths considering demand bandwidth on the
former. An illustration of reliable network routing is shown
in Fig. 1.

Fig. 1. Fast detection of path failure in reliable network routing.

In order to address the reliable network routing problem,
we investigate a complex MCF variant where each demand
needs to determine a primary and a secondary path, called
Bi-Path MCF (BP-MCF). The two paths need to be arc-
disjoint, i.e., no arc is used by both paths. Also, due to the
accumulated jitter along arcs, the jitter of primary paths is
required to be no greater than a given maximum value. Since
the secondary paths are used only for signalling path failures,
their delays are to be minimized. Moreover, as no demand
is routed along secondary paths, the arc capacity constraints
only take primary paths into account. The objective is to
minimize the total cost of the primary paths and the total
delay of the secondary paths.

The BP-MCF variant is defined on a graph G = (V,A),
where V = {v1, ..., v|V |} represents the set of vertices and
A = {a1, ..., a|A|} represents the set of arcs. For each vertex
v, δout(v) and δin(v) represent the sets of outgoing and
incoming arcs of v, respectively. For each arc a, use a−

and a+ to denote the source and destination nodes of the
arc, respectively. There is a set of commodities (demands)
K = {k1, ..., k|K|} that need to be routed in the network.
Each demand k ∈ K has an origin sk ∈ V , a destination
tk ∈ V , and a bandwidth bk ∈ R+. Each arc a ∈ A has
a bandwidth capacity ca ∈ R+, a delay da ∈ R+, a jitter
ja ∈ R+ and a cost ra ∈ R+. The primary path jitter of
demand k is required to be less than or equal to Jk ∈ R+. If
the primary path of demand k contains a, the induced cost on
the arc is rabk. The objective function of the problem is the
sum of all induced arc costs of primary paths and arc delays
of secondary paths. Without loss of generality, we assume
ra and da to be positive. We use the following proposition
to demonstrate the complexity of BP-MCF.



Proposition 1: The BP-MCF is NP-hard.
Proof: We prove the NP-hardness by a reduction from

the unsplittable MCF, which is known to be NP-hard [4].
Specifically, for each demand, we add a dummy arc with zero
delay and infinite jitter from the source to the destination.
Then, with all the secondary paths assigned to the additional
arcs (primary paths cannot use them due to the jitter upper
bounds), the problem becomes an unsplittable MCF with the
primary paths. Thus, BP-MCF is NP-hard.

To solve BP-MCF, we develop a compact MILP model
and further a Benders algorithm based on decomposition.

IV. COMPACT MILP FORMULATION

We first present a compact mixed-integer linear program-
ming (MILP) model with arc variables for demands. There
are only binary decision variables x = {xk

a} and y = {yka},
where xk

a = 1 if the primary path of demand k uses arc
a, and = 0 otherwise; and yka = 1 if the secondary path
of demand k uses arc a, and = 0 otherwise. The BP-MCF
problem is equivalent to the following compact MILP model.

min
∑
a∈A

ra
∑
k∈K

bkx
k
a +

∑
a∈A

da
∑
k∈K

yka (1a)

s.t.
∑

a∈δout(v)

xk
a −

∑
a∈δin(v)

xk
a =


−1 if v = sk,
−1 if v = tk,
−0 otherwise,

∀v ∈ V,∀k ∈ K,

(1b)

∑
a∈δout(v)

yka −
∑

a∈δin(v)

yka =


−1 if v = sk,
−1 if v = tk,
−0 otherwise,

∀v ∈ V,∀k ∈ K,

(1c)

∑
k∈K

bkx
k
a ≤ ca ∀a ∈ A, (1d)∑

a∈A

jax
k
a ≤ Jk ∀k ∈ K, (1e)

xk
a + yka ≤ 1 ∀a ∈ A,∀k ∈ K, (1f)

xk
a ∈ {0, 1} ∀a ∈ A,∀k ∈ K, (1g)

yka ∈ {0, 1} ∀a ∈ A,∀k ∈ K. (1h)

Term (1a) represents the total weighted costs of arc usage
by the primary path and the accumulated delays of arc usage
by the secondary path of all demands. Constraints (1b) and
(1c) state the path flow constraints of primary and secondary
paths. Constraints (1d) are the arc capacity constraints for
the primary paths. Constraints (1e) ensure that the jitter
of the primary paths respects the upper bound. Constraints
(1f) guarantee the two paths to be arc-disjoint. Constraints
(1g) and (1h) are the domain constraints of binary decision
variables x and y.

Although the MILP model is well-formulated, and it can
be directly solved with commercial MILP solvers such as
Cplex [17], the scalability of the model is not promising.
The reason lies in the fact that there are a large number
of integer decision variables, which would be overwhelming

for the MILP solvers. Thus, we investigate the Branch-and-
Benders-Cut, an algorithm based on Benders decomposition
to apportion the computational burden to separate problems
containing fewer variables, with lazily generated constraints
constructing the links between different problems.

V. BRANCH-AND-BENDERS-CUT ALGORITHM

In this section, we introduce the Branch-and-Benders-Cut
(BBC) algorithm adapted to solving BP-MCF. We first give
a brief review of the classical Benders decomposition (BD)
algorithm for mixed-integer programs.

A. Benders Decomposition

Benders decomposition (BD) [18] is a well-studied exact
approach for large-scale combinatorial optimization prob-
lems, especially for those with both integer and continuous
decision variables. The target problem is usually decomposed
into a master problem containing only the integer variables
and some subproblems containing continuous variables. In
addition, lower bounds of the optimal subproblem values are
incorporated into the objective of the master problem.

When a subproblem is feasible, an optimality cut is added
to improve the lower bound of the subproblem in the master
objective. When a subproblem is infeasible, a feasibility cut
is added to prune the infeasible solution from the master
problem. The procedure is repeated until the optimal sub-
problem values are equal to the lower bounds obtained in the
master problem. When sub-problems are linear programs, the
approach is guaranteed to converge to an optimal solution.
Benders approaches have been exploited in survivable [19],
multi-layer [20], and hop-constrained [21] network design
problems, as well as other telecommunication problems [22].

B. BBC Algorithm for BP-MCF

The Branch-and-Benders-Cut algorithm does not wait for
the master problem to find the optimal solution x̂. Instead,
for any intermediate integer feasible solution of the master
problem found during the Branch-and-Cut [23] procedure,
subproblems are solved to add Benders cuts lazily to the
master problem. This minor algorithm modification leads to
the BBC algorithm.

For BP-MCF, the original problem is decomposed into one
master problem and a number of subproblems. The master
problem is presented as follows.

min
∑
a∈A

ra
∑
k∈K

bkx
k
a +

∑
k∈K

ϕk (2a)

s.t.
∑

a∈δout(v)

xk
a −

∑
a∈δin(v)

xk
a =


−1 if v = sk,
−1 if v = tk,
−0 otherwise,

∀v ∈ V,∀k ∈ K,

(2b)

∑
k∈K

bkx
k
a ≤ ca ∀a ∈ A, (2c)∑

a∈A

jax
k
a ≤ Jk ∀k ∈ K, (2d)

xk
a ∈ {0, 1} ∀a ∈ A,∀k ∈ K. (2e)



In this MILP model, ϕk is the under-estimator of the
delay of the secondary path for demand k. The goal of the
master problem is to find primary paths for all demands
with a minimum total cost, subject to jitter and capacity
constraints. Once an integer feasible solution to the master
problem is found, the primary paths of all demands are fixed.
The subproblem consists, for every demand, in finding an
arc-disjoint secondary path with a minimum delay. This is
equivalent to finding a shortest-path, for each demand, in a
new graph obtained by removing arcs of the primary path.
The subproblem hence becomes polynomial-time solvable
with well-known shortest path algorithms such as Dijkstra’s
algorithm [24]. However, in order to effectively add Benders
cuts, we formulate the shortest secondary path problem for
demand k as a linear program (LP) as follows.

min
∑
a∈A

da
∑
k∈K

yka (3a)

s.t.
∑

a∈δout(v)

yka −
∑

a∈δin(v)

yka =


−1 if v = sk,
−1 if v = tk,
−0 otherwise,

∀v ∈ V,

(3b)

x̂k
a + yka ≤ 1 ∀a ∈ A, (3c)

yka ≥ 0 ∀a ∈ A. (3d)

where x̂k
a is obtained from the master problem.

Of course, in general, an LP formulation may result in
fractional solutions. However, with x̂ in constraints (3c)
being integer, the model becomes a flow problem which is
totally unimodular, implying that every extreme point (i.e.,
every optimal solution) is integer [25].

Let wk be the dual variables of the path constraints (3b)
and uk be the dual variables of the arc-disjoint constraints
(3c), the dual problem associated with the subproblem is as
follows.

max
∑
a∈A

(x̂k
a − 1)uk

a + wk
sk

+ wk
tk

(4a)

s.t. ekaw
k
a− + fk

aw
k
a+ − uk

a ≤ da ∀a ∈ A, (4b)

uk
a ≥ 0 ∀a ∈ A. (4c)

Fig. 2. Branch-and-Benders-Cut approach.

where eka = −1 if a− = tk and eka = 1 otherwise; and
fk
a = 1 if a+ = tk and fk

a = −1 otherwise.
In practice, we solve the dual subproblem for each demand

k separately. If the dual subproblem is feasible and is solved
to optimality with optimal dual solution ûk and ŵk, the
optimality cut that will be added to the master problem is:

ϕk ≥ (xk
a − 1)ûk

a + ŵk
sk

+ ŵk
tk
. (5)

On the contrary, if the dual subproblem is unbounded with
dual rays ûk and ŵk, the feasibility cut that will be added
to the master problem is:

0 ≥ (xk
a − 1)ûk

a + ŵk
sk

+ ŵk
tk
. (6)

There are also applications where the delays (costs) of
secondary paths are set to zero. In such cases, only the
feasibility of the subproblem and the associated feasibility
cuts are considered. The BBC approach is illustrated in Fig.
2.

C. Acceleration by Cut Selection
As there exists a huge volume of works on the acceleration

of the Benders algorithm, we refine our Benders algorithm by
doing cut selection based on identifying a minimal infeasible
subsystem [26]. This cut selection technique is simple and
elegant and can be applied to the dual subproblem directly.
The refined dual subproblem is as follows.

max
∑
a∈A

(x̂k
a − 1)uk

a + vksk + vktk − ϕ̂kπk
0 (7a)

s.t. ekaw
k
a− + fk

aw
k
a+ − uk

a ≤ daπ
k
0 ∀a ∈ A, (7b)

πk
0 +

∑
a∈A

uk
a = 1 (7c)

uk
a ≥ 0 ∀a ∈ A, (7d)

wk
v ≥ 0 ∀v ∈ V, (7e)

πk
0 ≥ 0. (7f)

where πk
0 is an additional continuous variable for normal-

ization. The normalized dual subproblem is always bounded
when containing πk

0 . As a result, we only need to consider
the optimality cut as follows.

π̂k
0ϕ

k ≥ (xk
a − 1)ûk

a + ŵk
sk

+ ŵk
tk
. (8)

When π̂k
0 = 0, this optimality cut becomes a feasibility cut,

demonstrating the correctness and compactness of the cut
selection method.

In practice, the simple cut selection modification brings a
significant speedup to our BBC algorithm. In addition to this
method, there is a large volume of literature on improving
Benders cuts to accelerate the convergence and overcome
the scalability issue of Benders approaches. However, since
they are not directly relevant to our work, we refer interested
readers to a review for a broader and deeper summary [27].

VI. EXPERIMENTAL EVALUATION
In this section, we present the numerical experiments on

generated instances to provide an evaluation of the proposed
Branch-and-Benders-Cut algorithm by comparing it to the
compact MILP model.



A. Instance Generation

The problem instances are generated from a well-known
library: SNDlib, a collection of datasets for telecommunica-
tion network design (http://sndlib.zib.de/home.
action). SNDlib contains network topologies with multiple
arc capacities, arc costs, and demands with bandwidth. We
select 15 large topologies to avoid trivially small instances.
The first capacity candidate and the cost of each arc provided
in SNDlib are directly used as the capacity and arc cost
in BP-MCF. The arc jitter is generated and is inversely
proportional to the arc capacity, where the purpose is to
allocate traffic on arcs with relatively large capacity during
routing. The arc delay is also generated and is proportional
to the distance between the source and destination of the arc
according to the coordinates of the two nodes provided by
SNDlib.

To make sure the number of feasible demands is not
trivially small, a reverse link is created for each link if it
does not directly exist in the network to implicitly enable
multiple elementary paths without modifying the topology
too much. The capacity, jitter, delay, and cost of the reverse
link are the same as the original link. One demand is
generated in advance for each pair of nodes in the network,
with the bandwidth randomly selected from a constructed
pool of bandwidths. Since SNDlib provides demands with
bandwidth, the pool is the union of the demand bandwidths in
the problem instance. For example, if b1 = 50, b2 = 50, b3 =
100, the pool is {50, 100}.

For the maximum jitter value of each demand, Dijkstra’s
algorithm [24] is used to find the jitter-shortest-path. Using
J∗
k to denote the smallest path jitter, then {2J∗

k , 3J
∗
k , 4J

∗
k}

are used as the jitter upper bounds of primary paths. How-
ever, the capacitated network may not be able to route all
the generated demands. By using a simple greedy heuristic
that routes demands one by one, the total number of feasible
demands Kf for each jitter configuration is determined. More
importantly, for instances obtained from the same topology
and different values of maximum jitters, their demands are
exactly the same. This is for the convenience of comparing
total objective values between the three configurations of
maximum jitter.

The 15 selected topologies from SNDlib with their main
parameters are presented in Table I. Note that the number of
arcs |A| reflects the number after adding reverse links.

TABLE I
TOPOLOGY INFORMATION

ID Topology |V | |A| |K| ID Topology |V | |A| |K|

1 cost266 37 114 467 9 nobel-eu 28 82 74
2 france 25 90 174 10 norway 27 102 702
3 geant 22 72 382 11 pioro40 40 178 82
4 germany50 50 176 224 12 sun 27 102 235
5 giul39 39 172 977 13 ta1 24 106 423
6 india35 35 160 1190 14 ta2 65 216 1170
7 janos-us-ca 39 122 155 15 zib54 54 161 1151
8 janos-us 26 84 38

B. Experiment Setting

The algorithms have been implemented in C++ using
Cplex 12.6 [17] as MILP-solver on a machine with Intel(R)
Xeon(R) CPU E5-4627 v2of 3.30GHz with 504GB RAM,
running under Linux 64 bits OS. One thread is used. A time
limit is set to 1 hour and a memory limit for the search tree
is set to 5Gb.

C. Numerical Results

The aggregated result metrics of the three delay config-
urations and two exact algorithms are shown in Table II.
In the table, opt gap refers to the mean optimality gaps
of instances with feasible solutions found by at least one
method in a 1-hour time limit. In case of the absent upper
bound for some instances, we use the objective value found
by the greedy heuristic in the instance generation process as
a default value to avoid an infinite gap. Also, time(s) refers
to the mean algorithm runtime of instances with optimality
proved by at least one method in the time limit.

From Table II we can observe that for all three con-
figurations, the Branch-and-Benders-Cut (BBC) algorithm
consistently outperforms the compact model, though they
find feasible or optimal solutions for almost the same number
of instances. In terms of speed, for all the instances solved
to optimality, the BBC algorithm is faster than the compact
model by approximated 2 times. Within the 1-hour time limit,
BBC can reach smaller optimality gaps for instances not
solved to optimality than the compact model.

With increasing upper bounds of jitters, each demand
potentially contains more elementary paths and it is possible
that the total routing cost and signalling delay decrease. We
evaluate this aspect by detailing the relative objective value
of each instance in Fig. 3. In this context, we only consider
the 9 instances that can be proved to be optimal by the
BBC algorithm. The relative objective for topology k and
jitter configuration j is calculated according to the following
formula:

ζj,k = zj,k/z
max
k (9)

where zmax
k is the largest objective value among the three

jitter configurations found by the BBC algorithm and zj,k is
the optimal objective value of configuration j. From Fig.
3 we can see that the optimal objective values of some

TABLE II
RESULTS OF THE BBC ALGORITHM AND THE COMPACT MODEL

Jk algo. opt gap time(s) #nodes #cuts #feas #opt

2J∗
k BBC 3.35% 207 104496 7644 11/15 8/15

compact 4.43% 542 45752 0 9/15 7/15

3J∗
k BBC 3.53% 260 116246 6039 11/15 8/15

compact 3.98% 365 54927 0 10/15 8/15

4J∗
k BBC 3.10% 218 118526 6039 11/15 8/15

compact 3.73% 582 50748 0 9/15 7/15

avg. BBC 3.33% 229 113005 6573 11/15 8/15
compact 4.05% 497 50476 0 9/15 7/15



Fig. 3. Relative objective values of the optimal solutions among jitter
configurations.

instances decrease slightly with the increase of jitter upper
bound, which is consistent with our expectation. For the
instances without significant changes, one of the tighter
upper bounds is sufficiently large for these instances to end
up with the solution with the minimum total objective values
without violating jitter upper bounds.

According to the results shown above, we can see that
the BBC algorithm outperforms the compact MILP model
in terms of speed and scalability.

VII. CONCLUSION

In this paper, the reliable network routing problem has
been modelled as a bi-path multi-commodity flow optimiza-
tion problem, where a primary path delivers each demand
and a secondary path signals the potential failure of the
primary path. We have proved the NP-hardness of this MCF
variant, provided a compact MILP formulation, and devel-
oped a Branch-and-Benders-Cut algorithm, which decouples
continuous and integer variables for solving the problem
exactly and efficiently. This algorithm also permits to reduce
the complexity of subproblems significantly in advance. The
experiment results indicate that the Branch-and-Benders-Cut
algorithm for the bi-path MCF reduces significantly the CPU
time compared to the compact model and thus represents an
important contribution to assess the relative performance of
bi-path routers existing in the literature.
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